THE RIGHT-TURN
RACER

A foray into Monte Carlo Methods



PROBLEM STATEMENT

e Car has velocity range of 0 to 4, but can only change
by-1to1l
e Carcan'tstall (velocity vector goes to 0,0)



SOLUTION

Implement Monte Carlo method using an off-policy
strategy with weighted importance sampling.



MONTE CARLO METHOD

e having a model of the world, but no understanding
of its dynamics
e Must sample it rather than raw dog it with math



OFF-POLICY STRATEGY

e the way | choose to explore the world will be
different than how | choose to exploit it

e explore: behavior policy

e exploit: target policy



WEIGHTED IMPORTANCE SAMPLING

e my likelihood of seeing the return from this state
while exploring is different than with my target
policy by some sampling ratio



tpisode 7100@: Policy changed in @.98% of states

72%| | 71790/100000 [00:51<00:09, 2897.35it/s]
tpiscde 7200@: Policy changed in ©.08% of states
73%| | 72969/100000 [00:51<00:@9, 2936.18it/s]
ipisode 73000: Policy changed in ©.99% of states
74%| | 73843/100000 [@0:51<00:@9, 2799.35it/s]
tpisode 7400@: Policy changed in ©.10% of states
75%| | 74727/100000 [00:52<00:08, 2895.67it/s]
tpisode 7500@: Policy changed in ©.10% of states
76% NNNNNNNNNNNNNNNUNNENNNNENNNNNNSNNNNNNNNNNNNNNNNNUNNNNANNNNNNNNNNNEERETT it | 75907/100000 [00:52<00:08, 2939.37it/s]

ipisode 76@0@: Policy changed in ©.10% of states
Eng;de 7700@: Policy changed in ©.12% of states
E;gﬁ;de 78000: Policy changed in @.11% of states
E;?:;de 79000: Policy changed in @.11% of states
Eﬁ?ﬁ;de 80000: Policy changed in ©.86% of states
E:iﬁ;de 81000: Policy changed in ©.88% of states
Eﬁi:;de 82000: Policy changed in ©.86% of states
Eiizéde 83000: Policy changed in @.86% of states
Eg:ﬁ;de 84000: Policy changed in @.87% of states
Eﬁfi;de 85000: Policy changed in ©.86% of states
Eﬁ?ﬁéde 86000: Policy changed in ©.89% of states
Ep:f;de 870008: Policy changed in @.87% of states
Eﬁ?:éde 88000: Policy changed in ©.26% of states
Eﬁ?ﬁéde 8900@: Policy changed in ©.89% of states
E:?f;de 90000: Policy changed in ©.86% of states
Eg%:;de 9100@: Policy changed in @.86% of states

76806/100000 [00:52<00:07, 2961.82it/s]

77994/100000 [00:53<0@:07, 2944.95it/s]

78875/100000 [00:53<00:07, 2922.65it/s]

79767/100000 [00:53<00:06, 2943.90it/s]

80959/100000 [00:54<00:06, 2970.02it/s]

81859/100000 [00:54<0@:06, 2979.80it/s]

82768/100000 [00:54<00:05, 30@15.00it/s]

83991/100000 [00:55<00:05, 3049.11it/s]

84910/100000 [00:55<00:04, 3053.12it/s]

85832/100000 [00:55<00:04, 3@59.77it/s]

86755/100000 [@0:56<00:04, 3854.91it/s]

87982/100000 [00:56<00:03, 3063.16it/s]

88901/100000 [@0:56<00:03, 3049.88it/s]

89821/100000 [@0:57<00:03, 3@59.28it/s]

90740/100000 [00:57<00:03, 3016.97it/s]

o
~
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91958/100000 [00:57<00:02, 3036.75it/s]
tpisode 92000: Policy changed in ©.96% of states
Ezif;de 9300@: Policy changed in ©.87% of states
;3::::“ 94000@: Policy changed in ©.89% of states
Ezf:;de 95000: Policy changed in ©.86% of states

92873/100000 [@0:58<00:02, 3@40.09it/s]

93789/100000 [00:58<00:02, 3@32.26it/s]

94710/100000 [00:58<00:01, 3042.19it/s]

95 ENNNNNNNN NN NN NN NN NN NN NN NN NNENNNNNENNEL .m | 95932/100000 [00:59<08:01, 3044.29it/s]
tpisode 9600@: Policy changed in ©@.85% of states
47% ENNNENENEEEEN NN ENENNENENENNENENENENNENENENNNNNNNNNEEED . ~ 7 IINNNEENENENNENENENENNEEEEE] | 96849/100000 [00:59<0@:01, 3043.84it/s]

tpisode 97000: Policy changed in ©.10% of states
98%|

NENEERENE NN NN NN RN NN NN N R NN NN NI EE R EEEE L Ll b e S e oo L I N EE NN NN NN RN NN RN R AR RN NN AR ]
tpisode 98000 Palicy, ¢ ed in @.95% of states
99%|

ipisode 9900@: Policy changed in ©.06% of states
Lagy I N N N N N N N N N NN NN NN NN NN NN NN NN ENEENENENE] | 992397/182600 (21:00<02:20, 2926 39its]

tpis o .

97767/100000 [00:59<00:00, 2892.91it/s]

rA o)
93933/@30 [01:00509:00, 3018.%34it/s]

| 100000/100000 [01:00<00:00, 1648.54it/s]



But what does this look like while training?






WHAT PROBLEMS WERE SOLVED
FOR ME?

Reward Design

e Decision was to reward -1 per timestep until finish

was reached
e Banging into side of track means random restart on

start line, NOT END OF EPISODE



WHAT PROBLEMS DID | HAVE?

State Design

Using a simple array to represent the grid made the
state space SPARSE, confusing me about the
effectiveness of the algorithm



wvenv) (base) joraaverchahal®Joraavers-MacBook-Pro ReinforcementLearningSuttonBarto % python racetrack_agent.py
1%Img

ipisode 1000: Policy changed in 6.79% of states
2% | g

‘pisode 2000: Policy changed in 3.21% of states
3% | I

pisode 3000: Policy changed in 2.08% of states
4% INEEEEER

ipisode 4000: Policy changed in 1.84% of states
5% INEEREEEER

ipisode 5000: Policy changed in 1.34% of states
¢ ENENNENNNEEN

ipisode 6000: Policy changed in 1.46% of states
73 INNEEEENENENEE

ipisode 7000: Policy changed in 1.26% of states
%+ SENENEENNENENEED

ipisode 8000: Policy changed in 1.00% of states
9% |

pisode 9000: Policy changed in 1.14% of states
105 INNNNENNNENNENNNNENE

ipisode 10000: Policy changed in 1.09% of states
1% NENEENENNEENNNEENNENNY

ipisode 11000: Policy changed in 0.95% of states
17+ INENNEENNEENENENEENEEEE]

‘pisode 12000: Policy changed in @.82% of states
137 NEENNNNNENENENNENENEENNNEE]

ipisode 13000: Policy changed in 0.86% of states
147 ENNNNENENENENENENNENENNENEE]

ipisode 14000: Policy changed in @.78% of states
15¢ NENENNEENNENENEENNENENNNENNNE]

ipisode 15000: Policy changed in 0.73% of states
10} HENEEENENENNNENEENNNENNNNNENENE]

ipisode 16000: Policy changed in @.64% of states
/) NENNEEENEEENENENENNNENENENNENNEEE]

ipisode 1700@: Policy changed in @.75% of states
18, ENNENENENENENSENEENNENENENENENENENE])

ipisode 1800@: Policy changed in 0.61% of states
19 NN NN NEENEEEY

ipisode 19000: Policy changed in 0.61% of states
20%|

ipisode 20000: Policy changed in 0.63% of states
21%|

ipisode 21000: Policy changed in @.74% of states
22%|

ipisode 22000: Policy changed in 0.64% of states
23%|

‘pisode 23000: Policy changed in @.67% of states
24%|

pisode 2400@: Policy changed in 0.62% of states
25%|

ipisode 25000: Policy changed in @.52% of states
e NNNNENNNEEENEEENNENENNEEENNENNNSNNNNENNENNENNNNNEEE]

ipisode 2600@: Policy changed in 0.55% of states

Zid, NEEEENEENNENNESEESENEENENEENNENNENNNERERNNNENENENEEY



E:z:;de 85000: Policy changed in 19.78% of states
Eggiéde 86000: Policy changed in 19.78% of states
Eﬁzééde 87000: Policy changed in 19.78% of states
ngiéde 88000: Policy changed in 19.78% of states
Eﬁ?féde 89000: Policy changed in 19.79% of states
Ez?zéde 90000: Policy changed in 19.79% of states
Eziilde 91000@: Policy changed in 19.8@% of states
Ezfiéde 92000@: Policy changed in 19.8@% of states
Ezzilde 93000: Policy changed in 19.80% of states
EE:Zlde 94000: Policy changed in 19.81% of states
Eszlde 95000: Policy changed in 19.81% of states
Eggzlde 96000: Policy changed in 19.81% of states
EEZiéde 97000: Policy changed in 19.83% of states
Ezgiéde 98000: Policy changed in 19.83% of states
Ezﬁféde 99000: Policy changed in 19.83% of states
égzgéde 100000: Policy changed in 19.84% of states
1 I 1111 1 1 o



WHAT PROBLEMS DID | HAVE?

Q-value Initialization

>

Off-policy MC control, for estimating 7 ~ 7,

Initialize, for all s € §, a € A(s):
Q(s,a) € R (arbitrarily)
C(s,a) <0
7(s) - argmax, Q(s,a) (with ties broken consistently)

Loop forever (for each episode):

b < any soft policy

Generate an episode using b: Sg, Ag, R1,...,57_1,Ar_1, R

G+ 0

W1

Loop for each step of episode, t =T—-1,T-2,...,0:
G +— vG + Ry41
C(St, At) — C(St, At) + W
Q(St, Ar) < Q(St, Ar) + % (G — Q(St, At)]
w(S;) < argmax, Q(S;,a) (with ties broken consistently)
If A; # w(S;) then exit inner Loop (proceed to next episode)
W= Wias




WHAT PROBLEMS DID | HAVE?

Q-value Initialization

e The value estimator for the best next action is tied
to the reward

e |nitializing only positive values made episodes
learning useless with a negative only reward



Q-value Initialization

e Q=1[30, 10, 60] at start
= maxis 60, action =2
e Q=130, -1, 60] after evaluating final step
= maxIs 60, action=2
o best action != action taken, ignore rest of
episode
e continue until you play russian roulette



FIN

Code available here

Presentation courtesy of reveal.js


https://github.com/chr0nikler/ReinforcementLearningSuttonBarto/tree/main/Racetrack_5.12
https://revealjs.com/

