
THE RIGHT-TURN
RACER

A foray into Monte Carlo Methods



PROBLEM STATEMENT

Car has velocity range of 0 to 4, but can only change
by -1 to 1
Car can't stall (velocity vector goes to 0,0)



SOLUTION
Implement Monte Carlo method using an off-policy

strategy with weighted importance sampling.



MONTE CARLO METHOD

having a model of the world, but no understanding
of its dynamics
Must sample it rather than raw dog it with math



OFF-POLICY STRATEGY

the way I choose to explore the world will be
different than how I choose to exploit it
explore: behavior policy
exploit: target policy



WEIGHTED IMPORTANCE SAMPLING

my likelihood of seeing the return from this state
while exploring is different than with my target
policy by some sampling ratio



2:26 / 2:26



But what does this look like while training?



0:00 / 0:09



WHAT PROBLEMS WERE SOLVED
FOR ME?
Reward Design

Decision was to reward -1 per timestep until finish
was reached
Banging into side of track means random restart on
start line, NOT END OF EPISODE



WHAT PROBLEMS DID I HAVE?
State Design

Using a simple array to represent the grid made the
state space SPARSE, confusing me about the

effectiveness of the algorithm







WHAT PROBLEMS DID I HAVE?
Q-value Initialization



WHAT PROBLEMS DID I HAVE?
Q-value Initialization

The value estimator for the best next action is tied
to the reward
Initializing only positive values made episodes
learning useless with a negative only reward



Q-value Initialization

Q = [30, 10, 60] at start
max is 60, action = 2

Q = [30, -1, 60] after evaluating final step
max is 60, action = 2

best action != action taken, ignore rest of
episode

continue until you play russian roulette



FIN
Code available 

Presentation courtesy of 

here

reveal.js

https://github.com/chr0nikler/ReinforcementLearningSuttonBarto/tree/main/Racetrack_5.12
https://revealjs.com/

